PROBABILISTIC GRAPHICAL MODEL SUPPORTING EARLY DIAGNOSIS OF AUTISM SPECTRUM DISORDER
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Abstract: Bayesian networks are recognized as a suitable tool for modelling diagnostic problems. The power of this modelling is that it can combine knowledge coming from different sources. For example, in case of medical domain, the expert knowledge can be merged along with the medical data. This paper presents a Bayesian network model for early diagnosis of autism. The model was built based on the medical literature and then was revised by two domain experts. Our tool is dedicated to parents that can perform an early diagnosis of their child before visiting a specialist.
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1. Introduction

The support of medical diagnosis by computer-based tools has a long history with the first approaches proposed in the 1960s and 1970s (e.g., [6,12]). The medical diagnostic support systems built in the last few decades were based on various approaches that can be divided into two categories: (1) statistical modeling and (2) artificial intelligence modeling that includes fuzzy sets, neural networks, decision trees, or probabilistic graphical models. Probabilistic graphical models such as Bayesian networks have proven to be powerful tools for modeling complex diagnostic problems involving uncertain knowledge. They have been employed in solving a variety of medical diagnostic problems reaching the size of hundreds or thousands of variables (e.g., [1,2,3,4,13]).

Autism spectrum disorder (ASD) is a neurodevelopmental disorder with genetic origins that leads to an impaired social interaction. In the last decades, a dramatic
increase of the ASD prevalence has been observed [5]. For example, the U.S. 2010 statistics show that the prevalence of ASD in children aged 8 is 1 in 68 [10]. ASD is not easy to diagnose especially in children before the age of 24 months. We know that the disease is more prevalent in males than in females with the ratio 4.5 : 1 [10]. However, there is no definitive cause of ASD identified, i.e., usually there is a combination of different risk factors and symptoms that have to be present to establish a final diagnosis. Early diagnosis is important since different types of therapy can improve child’s development. For example, the therapeutic interventions can help the child to talk, walk, and communicate with others and then can increase child’s chances for living independently in a society when they are adult. American Academy of Pediatrics published an algorithm for screening and diagnosis of ASD [11]. The guidelines for pediatricians and pediatric nurses in screening, diagnosis, and management of children with ASD list findings that are called as early indicators of ASD [8,9].

There is no standard procedure or screening examination for early ASD diagnosis in Poland. Parents are often not aware of this disease and may overlook its first symptoms. We have proposed a tool — a web-based application to support early diagnosis of ASD. This tool is dedicated to parents that observe an odd behaviour in their child. The core of our application is the AutismNET model, a Bayesian network that was built based on the medical literature and then revised by two domain experts. The model allows for estimating the probability of developing ASD based on the observed signs and symptoms entered into the model. This probability can be further interpreted by parents suspecting ASD in their child. The AutismNET model was developed and presented in [16].

The reminder of this paper is structured as follows. Section 1. provides a brief introduction to the problem of the ASD diagnosis. Section 2. presents an overview of Bayesian networks. Section 3. describes the AutismNET model and its application. Section 4. concludes the paper.

2. Bayesian networks

Bayesian networks [17] are acyclic directed graphs modeling probabilistic influences among variables. The graphical part of a Bayesian network reflects the structure of a modeled problem, while conditional probability distributions quantify local interactions among neighboring variables.

Figure 1 captures a simple Bayesian network model. This example model includes one risk factor and two symptoms of autism. A left hand side of the figure
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Fig. 1. A simple example of a Bayesian network

shows the model along with marginal probabilities for each node while a right hand side of the figure shows the same model but with observed three nodes and a posteriori probability distribution for the node Autism. Each arc of this graph represents a probabilistic relationship. For example, the arc between the variables Gender and Autism indicates that autism in males is more prevalent, i.e., males are around four times more probable to be diagnosed with autism than females. Furthermore, this simple example captures two possible symptoms of autism: (1) impaired touch and (2) impaired creativity. The numerical parameters of a Bayesian network model include a conditional probability distribution for the nodes that have parents (e.g., Autism, Impaired touch, and Impaired creativity) and a prior distribution for the nodes without parents (e.g., Gender). These probability distributions can be learned from the data or can be assessed by the domain experts.

After creating a Bayesian network model, we can perform a reasoning that involves calculating a posteriori probability distribution for the node Autism given the observations that were entered into the model. This calculation consists of repetitive application of a Bayes theorem that spreads over the network and leads to a derivation of conditional posterior probabilities in every node of the network. A right hand side of Figure 1 shows the result of such probabilistic reasoning and answers the question: What is a probability of developing autism for a boy that has impaired creativity and that has oversensitive touch? The probability of developing autism in this example model is equal to 51%.

3. The AutismNET model

The following section describes the process of building the AutismNET model for early diagnosis of ASD. The first part of the section shows a graphical structure of the
model while the second presents a quantitative part that includes conditional probability distributions. While referring to the nodes of a Bayesian network model we will use three terms: target, observation, and auxiliary indicating three different types of nodes. The category target stands for the nodes representing diagnoses, observation represents all these nodes that we would usually observe. For example, the nodes Impaired touch, Impaired creativity, and Gender in Figure 1 have a status observation. A type auxiliary indicates the nodes that we would never observe.

3.1 Graphical structure of the model

We have started building the model from browsing and studying the medical literature related to the ASD diagnosis.

First version of the model The first version of the model was built based on knowledge encountered from the medical literature. A knowledge engineer identified 85 variables that were modeled in the framework of a Bayesian network model. The variables have belonged to three categories: (1) risk factors, (2) diagnoses, and (3) signs and symptoms. These three categories were mapped into three layers of the AutismNET model (see Figure 2). Additionally, we decided to group the variables within these three layers into submodels. This procedure helped us to organize the models’ variables and to facilitate the process of navigation. The concept of a submodel is implemented in GeNIe [14] and it is simply a logical concept that does not introduce any additional relationships in the model.

Figure 3 presents the first version of the AutismNET model. The model consists of 85 nodes grouped in 14 submodels. A top layer of the model includes 9 submodels representing 43 risk factors while a bottom layer consists of 5 submodels representing 31 different symptoms. A middle layer represents two diseases: Autism spectrum disorder and ADHD (Attention Deficit Hyperactivity Disorder). We included ADHD as a part of differential diagnosis for Autism spectrum disorder.

One of the problems that we encountered during building the model was the number of parents per node. For example, the node Autism spectrum disorder had
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Fig. 3. The first version of the AutismNET model

initially 20 parents. Since it would be almost impossible to estimate the numerical parameters for the node with 20 parents, we have applied a technique called in Bayesian networks as “parent divorcing” [15]. This technique helps to decrease a complexity of the network by reducing the number of parents per node. We have created 6 auxiliary nodes that divorced the parents of the node Autism spectrum disorder. The result of this procedure was a decrease of the number of parents for the node Autism spectrum disorder from 20 to 10. All the auxiliary nodes that we have created were modeled as the NoisyMAX gates. The advantage of applying the NoisyMAX gates is that we can estimate conditional probability distribution of a node with a smaller number of numerical parameters [7].

Figure 4 shows an example of “parent divorcing” that we have performed in the AutismNET model. The left hand side of the figure captures the four out of 20 parents of Autism spectrum disorder, while the right hand side of the figure shows the result of divorcing these parents. The auxiliary node Labour complications that divorced the parents was further modeled as a Noisy MAX gate.

Second version of the model After building the first version of the AutismNET model, we have scheduled five meetings with the experts to verify it. Each meet-
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ing lasted around two hours. The first two meetings were devoted to verification of the model variables, while during the next two meetings we elicited the numerical parameters from the experts. The last meeting was devoted to model evaluation.

For the first meeting we have prepared a list of the model’s variables printed for each of the two experts — the variables were grouped by submodels. During this session with experts we went through this list and performed a clarity test for each variable. The experts have excluded all the variables representing the risk factors of ASD, but the gender i.e., 43 nodes were removed from the model along with 9 auxiliary nodes. The experts claimed that risk factors that we had included in the model do not have much diagnostic value and that the ASD diagnosis should be performed.
mainly based on signs and symptoms. At the same time, the experts proposed to include in the model new variables, for example: *No response to name, No response to reading books by parents, Gestural communication, Impaired speech*. We included in the model 22 additional variables that along with previous variables were grouped into 8 submodels. The resulting model had three new submodels: *Clothing, Consuming food, and Other*. Three out of five submodels in *Version 2.0* changed their name, for example, the submodel *Senses* was changed to *Sensory stimulus*. The experts excluded also the variable *ADHD* claiming that this disease is not crucial in differential diagnosis of *Autism spectrum disorder*. During the second meeting with the experts, we again verified the model’s variables – although this time it involved verification of variables states. For example, the variable *Impaired sleep* was initially modeled as a binary node with two states: *Short sleep* and *Normal sleep*. The experts claimed that it should be modeled as the variable with three states: (1) *Short sleep*, (2) *Interrupting sleep*, and (3) *Normal sleep*.

Figure 5 presents the second version of the model after two meetings with the experts. In fact, after removing from the model all the variables representing risk factors, the second version of AutismNET became a naive Bayesian network. The model consists of 50 nodes: one target node and 49 observation nodes.

![Fig. 6. The third version of the AutismNET model](image)

**Third version of the model** Although our experts believed initially that only signs and symptoms play a significant role in a diagnosis of ASD, we agreed after a short
discussion with them that it would be interesting to include the risk factors in the AutismNET model. Therefore, we have created the third version of the model that includes again three layers of the variables, i.e., risk factors, diagnoses, and signs and symptoms. Figure 6 presents the third version of the AutismNET model. The model consists of 100 nodes grouped in 16 submodels. Similarly to Figure 3, a top layer of the model includes the nodes representing risk factors while a bottom layer captures the signs and symptoms. The third version of the AutismNET model is essentially a hybrid of two previous versions: with a top layer of risk factors from Version 1.0 and two bottom layers from Version 2.0.

Tables 1 and 2 present the properties for the three versions of the AutismNET model. Table 1 contains the information about the nodes and submodels of the three versions of AutismNET. For example, Version 1.0 of the model has in total 76 nodes modeled as CPTs\(^7\) and 9 nodes modeled as NoisyMAX distributions. There were 2 target nodes, 74 observation nodes, and 9 auxiliary nodes; this version of the model was grouped into 14 different submodels. Table 2 captures additional structural statistics of AutismNET and shows a complexity of the models. For example, Version 1.0 of the model has 92 arcs, on average 1.08 parents per node (Avg indegree), and a maximal number of parents equal to 10 (Max indegree). The model has on average 2.12 outcomes per node and a maximal number of outcomes per node is equal to 4.

Table 1. Characteristics of the AutismNET models; #nodes indicates the number of all nodes, #CPT stands for the number of nodes with the CPT distributions, #NoisyMAX stands for the number of nodes with the NoisyMAX distributions, etc.

<table>
<thead>
<tr>
<th>Version</th>
<th>#nodes</th>
<th>#CPT</th>
<th>#NoisyMAX</th>
<th>#target</th>
<th>#observation</th>
<th>#auxiliary</th>
<th>#submodels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version 1.0</td>
<td>85</td>
<td>76</td>
<td>9</td>
<td>2</td>
<td>74</td>
<td>9</td>
<td>14</td>
</tr>
<tr>
<td>Version 2.0</td>
<td>50</td>
<td>50</td>
<td>0</td>
<td>1</td>
<td>49</td>
<td>0</td>
<td>8</td>
</tr>
<tr>
<td>Version 3.0</td>
<td>100</td>
<td>90</td>
<td>10</td>
<td>1</td>
<td>89</td>
<td>10</td>
<td>16</td>
</tr>
</tbody>
</table>

3.2 Elicitation of numerical parameters

Quantitative part of Bayesian network model includes conditional probability distributions. These probability distributions can be learned from the data or assessed by a domain expert. There were no data available to us, therefore, we had to rely on the expert opinion while quantifying the model. In the first version of the model we
simply assigned the distribution $(0.2, 0.8)$ for binary nodes, or a uniform distribution for non-binary nodes. The quantification of the model was conducted for the second version of the model. Two meetings with the experts were devoted to elicitation of the numerical parameters. During the first meeting we were posing the following type of questions: *What is the probability that a symptom is present if a child has ASD?* For example, we asked the following question:

*What is the probability that oversensitive touch is present if a child has ASD?*

During the second meeting we were posing the following type of questions: *What is the probability that a symptom is present if a child does not have ASD?* For example, we asked the following question:

*What is the probability that oversensitive touch is present if a child does not have ASD?*

During these two meetings, that lasted four hours together, we elicited 122 independent numerical parameters. We have noticed that it was easier for the experts to assess the parameters for the first scenario, e.g., when we were asking for the probability of a symptom being present if a child had ASD.

During elicitation of the numerical parameters we have identified the variable that was not significant in diagnosis of ASD. While assessing the probabilities for the variable *Mood swinging* we have noticed that the experts specified the same probability distribution for autistic and non autistic population. This led us to removing this variable from the model.

Figure 7 presents a fragment of AutismNET along with its probability distributions. The node *Gender* with two states *male* and *female* is described by a prior probability distribution and it represents a general population distribution. The node *Autism spectrum disorder* is described by a conditional probability distribution and it reflects the relationship between gender and ASD. These numerical parameters were specified based on the published statistics of the ASD prevalence in a general population depending on a gender. The last node *Autoaggression*, again, is described by

<table>
<thead>
<tr>
<th>Version</th>
<th>#arcs</th>
<th>Avg indegree</th>
<th>Max indegree</th>
<th>Avg outcomes</th>
<th>Max outcomes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version 1.0</td>
<td>92</td>
<td>1.08</td>
<td>10</td>
<td>2.12</td>
<td>3</td>
</tr>
<tr>
<td>Version 2.0</td>
<td>49</td>
<td>0.98</td>
<td>1</td>
<td>2.28</td>
<td>4</td>
</tr>
<tr>
<td>Version 3.0</td>
<td>102</td>
<td>1.02</td>
<td>10</td>
<td>2.19</td>
<td>4</td>
</tr>
</tbody>
</table>
Fig. 7. A fragment of the AutismNET model along with conditional probability tables

A conditional probability distribution that was elicited from our experts. In fact, to quantify this distribution, the experts had to specify only two independent numerical probabilities: 0.8 and 0.01.

Table 3 shows a summary of quantitative part of the AutismNET models along with the number of probabilities for target, observation, and auxiliary nodes. The table shows also the number of dependent probabilities that are part of the CPT or NoisyMAX distributions. For example, Version 1.0 of the model has 2,551 dependent probabilities modeled by CPT and 96 dependent probabilities modeled by NoisyMAX.

Table 3. Numerical parameters of the AutismNET models

<table>
<thead>
<tr>
<th></th>
<th>CPT</th>
<th>NoisyMAX</th>
<th>Target</th>
<th>Observation</th>
<th>Auxiliary</th>
</tr>
</thead>
<tbody>
<tr>
<td>Version 1.0</td>
<td>2,551</td>
<td>96</td>
<td>2,112</td>
<td>417</td>
<td>118</td>
</tr>
<tr>
<td>Version 2.0</td>
<td>228</td>
<td>0</td>
<td>2</td>
<td>226</td>
<td>0</td>
</tr>
<tr>
<td>Version 3.0</td>
<td>1,527</td>
<td>100</td>
<td>1,024</td>
<td>503</td>
<td>104</td>
</tr>
</tbody>
</table>
Since the third version of the model is a hybrid of the two previous versions, only the variables from a bottom layer has the probabilities elicited by the experts.

3.3 Model evaluation

We did not have any access to objective data to evaluate the AutismNET model, therefore, we have performed only a subjective expert evaluation. We were entering the data representing a typical autistic child and then the experts were observing how the a posteriori probability of developing ASD is changing. During this evaluation we also looked at the variables with the highest diagnostic value (calculated in Ge-Nle based on cross-entropy measure) and asked the experts whether indeed these variables are important in a diagnostic process. The experts had confirmed that the indicated variables have a high diagnostic value.

While playing with AutismNET, we have noticed that the model is too sensitive with respect to observed symptoms, i.e., after observing a few symptoms as present, the probability of ASD was approaching the value of 1.0. For example, after we had observed the following symptoms in the model: an oversensitive touch, unusual preoccupation with toys, and repeating unusual movements or actions, the calculated model probability of developing ASD was 99.9%. This value suggested that the model’s probabilities need additional revision and refinement.

3.4 Application of AutismNET

We have built a web-based interface for the AutismNET model. This interface allows to access the model through Internet and to perform a diagnosis by answering the questions of a survey. These questions correspond to the variables modeled in AutismNET and they are grouped by submodels. This interface is dedicated to parents that would like to perform an initial diagnosis of their child. The model could possibly indicate a need for a more detailed diagnosis by a specialist. Figure 8 presents a screen shot of the application. A list of 8 elements on a left hand side of the window corresponds to 8 submodels from Version 2.0 of AutismNET. A right hand side of the window shows a list of questions of the survey that correspond to the variables of the submodel Behaviour, activity, interests. The application is available at http://www.autismnet.pl.

Currently, only Version 2.0 is fully quantified. Therefore, it is used in a web-based interface of AutismNET.
4. Conclusions

We have built the AutismNET model for early diagnosis of ASD. The model was entirely built based on the medical literature and experts’ knowledge. The model calculates the posteriori probability of developing ASD given entered observations. AutismNET has also a web-based interface that facilitates the interaction with the model. This tool is dedicated to parents that observe an odd behaviour in their child and suspect ASD.

Our project has several shortcomings that we plan to address in a future version of the model. The model requires a revision of the numerical parameters since they are too sensitive towards observed symptoms. A sensitivity analysis has to be performed to identify these numerical parameters of the model that should be further tuned. We also need to refine the variables representing risk factors modeled in AutismNET and then elicit the numerical parameters for the corresponding nodes.

It is an interesting research question whether a simple diagnostic model would perform better than a complete extended model. We plan to answer this question by comparing the two models: the AutismNET model in Version 2.0 consisting of 50 nodes and the AutismNET model in Version 3.0 including 100 nodes.

We also plan to implement AutismNET user interface for a mobile device – this will even increase the availability of the model to its potential users.
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